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What will	be	covered	in	this	tutorial…

Machine
Learning
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The	BIG	DATA	era…

• How	to	better	utilize	the	value	of	data?
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Machine	Learning	(ML)

“...	a	scientific	discipline	that	deals	with	the	
construction	and	study	of	algorithms	that	can	
learn	from	data.	”
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ML	applications	are	everywhere

• Recommendation
• Web	Search
• Computer	Vision
• Driverless	Car
• Speech	Recognition
• Natural	Language	Processing	(NLP)
• …
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Recommendation

8KITS	Workshop	Tutorial	2017/6/28



Web	Search
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Computer	Vision
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Records	Set	by	Deep	Learning
• ImageNet	classification:	<	5%	top-5	error
• Face	recognition:	98%	accuracy
• Handwritten	digit	recognition:	0.23%	error
• And,	even	scene	understanding:	Computer-generated	image	descriptions
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Driverless	Car
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Speech	Recognition
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Natural	Language	Processing	(NLP)
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Paradigms	of	Machine	Learning

• Supervised	learning:	
– Given	{xi,	yi},	learn	y=f(x;	θ)
– Classification:	y	is	categorical,	e.g.	digit	recognition
– Regression:	y	is	continuous,	e.g.	temperature,	stock	price
– Ranking:	y	is	ordinal

• Unsupervised	learning:	
– Given	{xi},	learn	y=f(x; θ)
– Clustering:	y	is	cluster	label
– Anomaly	detection:	y	is	abnormality
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An	Example	of	Binary Classification

x

y
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Linear	Classifier
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Two	classical	linear	models

• Support	Vector	Machines	(SVM)

• Logistic	Regression	(LR)
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Support	Vector	Machines	(SVM)
• A	powerful	method	for	2-class	classification

– Become	very	hot	since	late	90’s

• Key	ideas
– Use	kernel	function	to	transform	low	dimensional	training	samples	to	

higher	dimensions
– Use	quadratic	programming	(QP)	to	find	the	best	classifier	boundary	

hyperplane

• Better	generalization	(less	overfitting)
– What	is	‘overfitting’?
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Overfitting
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Overfitting
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Overfitting
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Overfitting
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Overfitting
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Linear	Classifiers
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Linear	Classifiers

27KITS	Workshop	Tutorial	2017/6/28



Linear	Classifiers
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Linear	Classifiers
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Linear	Classifiers

• Essentially,	optimization
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About	‘Margin’
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Maximum	Margin
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…	and	Support	Vectors
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Why	Maximum	Margin?
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Obtain	the	Maximum	Margin	Classifier

Quadratic	Programming	(QP)

Minimize	it!
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Soft	Margin
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Soft	Margin	Classification	Mathematically
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From	Another	View…
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Logistic	Regression	(LR)
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Logistic	Regression	(LR)
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General	Formulation	of	Linear	Classifiers
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Summary	so	far…

• ML	applications
• ML	definition
• ML	paradigms

– Supervised	learning
• Linear	classifiers

– SVM
– LR
– General	formulation:

– Unsupervised	learning
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Neural	Network	&	Deep	Learning
• “Deep	learning is	the	

application	to	learning	tasks	
of artificial	neural	
networks (ANNs)	that	contain	
more	than	one hidden	
layers…

• … is	part	of	a	broader	family	
of machine	learning methods	
based	on learning	data	
representations,	as	opposed	
to	task	specific	algorithms	…”
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Deep learning algorithms often perform 
better with more data.
Stronger computing power (e.g. GPU, 
cloud computing) also matters.



Neural	Networks	(NN)

• Consider	a	supervised	learning problem
– Labeled	training	examples	(x(i),y(i))

• Neural	networks	give	a	way	of	defining	a	complex,	
non-linear form	of	hypotheses	hW,b(x),	with	
parameters	W,	b that	we	can	fit	to	our	data.	
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Start	from	a	Single	Neuron…	

• f:	activation	function
– e.g.	the	sigmoid	function:	

45KITS	Workshop	Tutorial	2017/6/28



Feedforward	Neural	Network
• Aka.	Multi-Layer	Perceptron	(MLP)
• Put	together	by	hooking	together	many	simple	“neurons”
• Output	of	a	neuron	can	be	input	of	another
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Forward	Propagation

• Let						denote	the	activation (output	value)	of	unit	i
in	layer	l
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Can	also	have	multiple	output	units

• OK,	well…	so	how	to	train	NN?
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First,	define	cost	function
• Given	a	fixed	training	dataset	

• Cost	function	with	respect	to	a	single	example:	

• Overall	cost	function	(to	be	minimized):

weight	decay
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Then,	minimize	it
• Batch	gradient	descent	update

– α:	learning	rate
– Iteratively	search	for	better	W and	b	until	a	stopping	condition	is	

met
– Susceptible	to	local	optima;	however,	in	practice	it	usually	works	

fairly	well

• How	to	efficiently	compute	these	partial	derivatives?
– Backpropagation	(BP)	algorithm
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Backpropagation	(BP)	Algorithm
• In	one	iteration…
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Deep	Network

• Deep =	Multiple	hidden	layers

• A	deep	network	can	have	
significantly	greater	
representational	power	than	
a	shallow	one
– can	learn	significantly	more	
complex	functions

52

Shallow!
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In	the	case	of	images…

• Deep	networks	can	learn	part-whole	
decompositions
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Popular	Deep	Neural	Nets

• Autoencoder	(AE)
• Convolutional	Neural	Network	(CNN)
• Recurrent	Neural	Network	(RNN)
• Generative	Adversarial	Network	(GAN)
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Popular	Deep	Neural	Nets

• Autoencoder	(AE)
• Convolutional	Neural	Network	(CNN)
• Recurrent	Neural	Network	(RNN)
• Generative	Adversarial	Network	(GAN)
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Autoencoder

• Unsupervised learning
– try	to	learn	a	function

• By	placing	sparsity
constraints	on	the	
network,	we	can	discover	
interesting	structure
about	the	data
– E.g.	learn	a	compressed
representation	of	input	data
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Sparsity Constraint
• Think	of	a	neuron	(assuming	a	sigmoid	activation	
function)
– as	being	"active"	if	its	output	value	is	close	to	1
– as	being	"inactive"	if	its	output	value	is	close	to	0

• We’d	like	to	constrain	neurons	to	be	inactive
most	of	the	time
– Activation	becomes	sparse in	the	network
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Mathematically	

• Average	activation	of	hidden	unit j	
– averaged	over	the	training	set

• Approximately	enforce	the	constraint	

– ρ is	a	sparsity parameter,	typically	a	small	value	close	to	
zero	(say	0.05)

– To	satisfy	this	constraint,	hidden	unit's	activations	must	
mostly	be	near	zero
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Define	a	penalty	term

• A	typical	form:

– summing	over	the	hidden	units	in	network

• It	is	the	Kullback-Leibler (KL)	divergence	between	a	
Bernoulli	random	variable	with	mean	ρ and	a	
Bernoulli	random	variable	with	mean	
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Property	of	KL	divergence
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Cost	Function	of	Autoencoder
• The	overall	cost	function	with	adding	the	sparsity	penalty:

– β controls	weight	of	sparsity	penalty

• To	incorporate	the	KL-divergence	term	into	derivative	
calculation	in	BP:
– Replace	

with

• Then,	we	can	use	BP	to	train	an	autoencoder
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What	does	Autoencoder	learn?

• Compressed	representation	(or	say,	features)
– Outputs	of	hidden	units

• What	does	it	look	like?	Any	intuitive	
interpretations?
– Suppose	input	training	data	are	10x10	(n=100)	images
– The	image	would	cause	 to	be	maximally	activated:

• j=1,…,100
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Visually…
• Suppose	an	autoencoder

with	100	hidden	units
– One	image	per	hidden	unit

• Different	hidden	units	have	
learned	to	detect	edges
– at	different	positions	and	

orientations	in	the	image	

• These	features	are	useful	for	
object	recognition	and	other	
vision	tasks
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Handwritten	Digit	Recognition

• On	MNIST	dataset

• Features	learned	by	
autoencoder	
– Pen	strokes
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Convolutional	Neural	Network	(CNN)

• Supervised learning
– Typically	for	image classification	tasks
– Output	is	a	softmax:	Generalization	of	LR	for	multi-class	problems

• LeNet (LeCun et	al.	1998)
– Sparse,	convolutional layers	and	max-pooling are	at	the	heart	of	the	

LeNet family	of	models
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Fully	Connected	V.S.	Locally	Connected

• Fully	connected	networks
– Traditional	NN

• "fully	connect"	all	hidden	units	to all	
• input	units

– Computationally	expensive
• Many	weights	to	learn

• Locally	connected	networks	
– Sparse	connectivity:	

• Allow	each	hidden	unit	to	connect	to	only	a	small	subset	of	input	units
– Draws	inspiration	from	how	the	early	visual	system	is	wired	up	

in	biology
• neurons	in	the	visual	cortex	have	localized	receptive	fields	(i.e.,	they	
respond	only	to	stimuli	in	a	certain	location)
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Feature	Extraction	using	Convolution:	
A	Simple	Example

• Apply	a	3x3	feature	detector	(or	say,	filter,	convolution	kernel)	anywhere	in	
input	image
– 3x3:	Receptive	field	size	(i.e.	filter	shape)

• Convolve the	filter	with	the	larger	image	to	obtain	a	different	feature	
activation	value	at	each	location	in	the	image

1 0 1
0 1 0
1 0 1

Filter
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Identical	to	“Shared	Weights”
• Each	filter	is	replicated	across	the	entire	visual	field

– They	share	the	same	weight	vector,	and	form	a	feature	
map

– Weights	of	the	same	color	are	shared—constrained	to	be	
identical

– Locally	connected
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Pooling

• Convolved	features	could	be	too	many
– High	dimension	makes	learning	hard
– Prone	to	overfitting

• Pooling
– Sub-sampling
– Dimension	reduction
– Translation	invariant
– Max/mean/random	pooling
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Some	Classical	CNNs
• AlexNet (Krizhevsky et	al.	2012)

– Winner	of	ImageNet	LSVRC	2012,	top-5	error	15.3%
– 8	layers:	5	conv	(2	with	LRN,	3	with	pooling)	+	3	FC	(2	with	

dropout)	layers

• GoogLeNet (Szegedy et	al.	2015)
– Winner	of	ImageNet	LSVRC	2014,	top-5	error	6.67%
– 22	layers

• ResNet (He	et	al.	2016)
– Winner	of	ImageNet	ILSVRC	&	COCO	2015,	top-5	error	3.57%
– “Ultra-deep”,	152	layers
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AlexNet Architecture
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Features	Learned

• …	by	the	first	convolutional	layer
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The	last	4096d	activations…

• Can	be	used	for	image	retrieval
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Many	tricks	&	details!
• Initialization	of	weights
• Selection	of	activation	functions
• #layers
• #feature	maps
• Filter	size	&	shape,	pooling	shape
• Normalization	
• Learning	rate
• Data	augmentation
• Parameter	tuning
• …
• More like	black	box	than	traditional	ML	methods!
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Deep	Learning	is	now	leading	
the	“AI	Revolution”
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Face	Recognition

Voice	Recognition Game

Question	Answering Self-Driving	Car

Healthcare

美乐医



Summary
• From	a	single	neuron	to	feedforward	NN	(MLP)

– BP	algorithm
– Deep	vs.	Shallow

• Popular	deep	nets
– Autoencoder
– CNN

• Deep	learning	models	are	being	used	for	very	difficult	
problems	and	making	progress

• Deep	learning	is	hot,	it	is	delivering	results	and	now	is	the	
time	to	get	involved!
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Thanks!


